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1. Goals

In this set of notes and the next we want to become familiar with

some of the basic vector/matrix (Linear Algebra) ideas that are
pervasive in statistics.

For example in numpy.linalg

(https://numpy.org/doc/stable/reference/routines.linalg.html) we
have:

Matrix and vector products

dotta, bL out)

linalg mult_dotarrays, L. out)

Decompositions
Tnalgcholeskote)
Inalg i, moce)
lnalg ve(a,full matrices, compute_uv,..J) Singul

Matrix eigenvalues

linalg egta)

linalg elgh(al, UPLO)

linalg lgyals(a) con
[ UPLO]) €

Norms and other numbers




Note:
This will not be a formal “intro to Linear Algebra”.

Just an informal, hopefully intuitive reminder of basic ideas that
are fundamental for us.

That is, I'm not dotting all the i's and crossing all the t's, but |
need to be able to say things like “so these vectors are an
orthonormal basis” and you know what | mean.
In particular the following matrix decompostions are important:
> QR
» spectral, (eigen values and vectors)
» Cholesky
» Singular value

So, we will review these and get a look at how the play a role in
statistics.



2. Vectors, Matrices, and Linear Combinations

A vector x in R™ is

oo\ \j&jo(

| tend to use both notations for the transpose.

The default is that a vector is column vector.



We multiply a scalar times a vector and we add vectors:
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Linear Combinations
Let {x1,x2,...,Xxm} be vectors in R".

Note that now x; is the it" vector, not the it" component of the
vector x.

A linear combination of the {x;} is > ; «;jx;.

Linearly Independent

{x1,x2,...,xm} are linearly independent if,

m
Za,-x,-:O — a;=0,i=12...,m
i=1
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Span
Let S = {x;}. The span of S is the {d>  aix;,xi € S, € R}.

That is, all the linear combinations of vectors in S.

Subspace

A subset S of R" is a (linear) subspace if
x,y€S — ax+fByeS.

Basis

The set of vectors B is a basis for the subspace M if the vectors in
B are linearly independent and M is the span of S.

Dimension of a Subspace

The dimension of a subspace is the number of vectors in a basis.
You can show this is well defined.



span of €5

£

The span of {x}
is a one dimen-
sional subspace.

The span of
{X1,X2} is a
two dimensional
subspace.

The intersection of two
subspaces is a subspace.

Note the magic !!!: we imagine these vectors to be in R"!l.



Standard Basis of R":

Let ¢ =[0,0,...,1,0,0,...,0] where the 1 is in the i" position.
Then, for x = [x;], x = >_7; xie; = span of {e;} is R".

Y ajeg=0 = «a;=0,i=1,2,...,n, so the set {e;} is linearly
independent.

So, dimension of R" is n.

The set {e;} is called the standard basis.
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3. Inner Products
x=[x], y=1[v] x,y € R?.

The inner product between x and y is:

<X,y >= Z Xi Yi-

The geometric intuition is the < x, y > tells us about the angle
between x and y.

Orthogonal vectors:

x is orthogonal to y if
< x,y >=0.

We write x | y. *
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L2 (euclidean) norm:

x| = V< x,x >.

Euclidean distance:

x1,x2 € R", d(x1,x) = ||x1 — x2|.
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Note:

Suppose x L y, z=x+y, then,

I2lP? =
=<X+ty,xt+ty>
=<X,x>4+2<x,y >+ <y, y>
= [Ix[1> + [IyIP?
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Orthogonal Projection of y on x:

We want to “project” y onto x.

The projection is a vector in the span of {x} so it equals Bx for
some £5.

We want the residual, y — Bx to be orthogonal to x:

<Yy,x >

O:<y—Bx,x>:<y,x>—B<x,x>:> ﬁ: .
< X, X >
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projection gives the minimum distance:

Suppose we want:
eoe A2
minimize ||y — ¥
y€Span({x}) I I

Which is the same as:

L 2
minimize — P X
nimize |y - |
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So clearly the minimum is at 8* = 3.
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Cauchy Swartz Inequality
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The angle between two vectors:
x,y € R".

Given the CS inequality, we can let the angle between x and y be
given by

<X,y >

cos(f) = —+—————, 6 €0,
©) = 15y €0
. 5
N\e> & \/
4 S“‘\-@ /L
fer=]
Losg =
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example: x L y = cos(f) = 0,60 = 7/2 = 90 degrees.

example: cos(f) = 1,0 =0, x and y are colinear.
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4. Matrices

A matrix is a two-way array.

The n x m matrix X is [x;], i=1,2,...,n; j=1,2,...

7L1\)A 3(‘1\) B S
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It often helps to think of a matrix as a bunch of columns:

Yo T, - xy - %}

N
Ay cWR 3,2, ae e

It often helps to think of a matrix as a bunch of rows:

—~€
Kz s oLl &

. NETIS kg

X;\

Lon'
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The Transpose:

To transpose a matrix we flip the rows and columns.

—

Koo T, SN

S
- >t .):(

So if X is n x m then X’ is m x n.

Symmetric Matrices

A square matrix (n x n) is symmetric if A= A’

22



Matrix Multiplication:

23



Several ways to think about matrix multiplication.

Aisnxp. be RP.

Ab is a linear combination of the the columns of A.

e Pem

~ b = L * o '-x{k ‘\?L - = - »l
A

S SRS

w2 (ke Kb X |

Similarly b’A is a linear combination of the rows for A.
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Note

(AB) = B'A.

A = [aj], B = [bjj],same dimensions, aA + bB = [aaj; + b bjj].

C(A+B)=CA+CB

and so on...
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Note

X,y €ER". <x,y>=xy=yx.

x €R", y € R". xy' = [xyj].
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Linear Transformation

A fundamental way to think about a matrix is as a linear
transformation.

For A, n x p:
A(x) = Ax.
A:RP=R"
Linear:

Alax + fz) = aA(x) + BA(z)
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Diagonal Matrices

A square matrix A is diagonal if A = [a;] has a;; = 0,Vi # j.

We write A = diag(a) = diag(a1, a2, - . ., a,) means:

A=

The Identity

| = diag(1,1,...,1).

Ix = x.
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Rank of a matrix

Suppose
X = [x1,x2,...,Xp].

Let sp(X) be be span of the columns of X:

sp(X) = {Xb,b € RP}.

The column rank is the dimension of sp(X).

Similarly, the row rank is the dimension of sp(X’), the rows of X.

It runs out that the row rank is the same as the column rank so we
can define the rank of a matrix to be the column rank.
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Inverse of a Matrix

Suppose A is an n X n square matrix.

Suppose the rank of A is n.

Then the columns of A form a basis for R".

Hence, for any y € R" there is a unique b € R" such that y = Ab.

Hence, 3 a matrix A~1 which is the inverse of A.
That is,
y=Ab=b=A"1y.

30



Note

31



Trace of a Matrix

A=la;], nxn.

Trace of A:

A nxk, B kxn,

example:

y,x € R".
y'x = tr(y'x) = tr(xy’).

tr(A) = zn: aji
i=1

tr(AB) = tr(BA)
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5. Orthogonal Projections and Orthogonal Matrices

Suppose V is a subspace of R" with dim(V) = p < n.
For any y € R", we want to orthogonally project y onto V.
Let Py denote the map such that Pyy is the projection.

That is,

PyyeV, y—Pyy L V.
That is,
<y—Pyy,v>=0,VveV.
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We can always find a basis for V.

Let X be the matrix whose columns are the basis vectors,
sp(X) = V.

ARy
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Let X = [x1,x2,...,X%p], rank(X) = p.
Given y, there is some b such that P,y = Xb.
We need:

<y—Xb,x; >=0,Vj, <= X'(y—Xb)=0.

K= Lx‘\iLJ - % ?\g

PANCAER L
_ B [T I s
= o = T (g{—xb
L xp (gmhd
_ Zx,\l'\&-v(b7
- 4x,_)'\1~><5§
Lxp M- XD
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XT(“QF—X\D\ =
fk&r: Y% b

b = QKTX\-\ A 4

TR KT

0y

N

Very cool.

Incredibly important.
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V perp

Let V be a subspace.

V4 = {xsuch that x L v,¥v e V}.

V<t is a subspace.

Py =1—Py

y=Pyy+Pyiy, |yl

= [|Pvyll? +11Pyayl®.
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Minimum Distance to a Linear Subspace

Let y be a vector in R".
Let V be a p dimensional subspace.

Let X be a n X p matrix whose columns are a basis for V.
L 2
minimize ||y — v/||
veV

Which is the same as

—Xb2
minimize ||y I
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Let b= (X'X)1

So, Pyy = Xb.

Let Qy = Py..
lly — Xb|[* =

= ||Pvy + Qvy — Xb||?
= |IX(b - b) + Quy|?
= |Quy|]> + | X(b— b)|]?

= |Quyl|? + (b — b)X'X(b - b)

So, the min is at b* = b.
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Sum of Subspaces

V., W subspaces.

V4+W={v+w,veV,we W}
V + W is a subspace.

Orthogonal Subspaces

V., W subspaces.

VIiW << viw VveV, weW.
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Key result

V1, V, orthogonal subspaces.

Pvi+v, = Py, + Py,

42



Let Vi = span(X;).
V1 1 V2 = X]/_XQ =0.

><: LX\)X:S X(\ 7(L )
wWxz (v Gexed =
Yo

XX,

@

| =1
SRy Y = Cx\ﬁ(;z GRS
®

_ (RO ><
TS

- % (KD ™ %,

= Oy~ Oy

~ X L(vu

(@)
s

3 Y
CRLx)™ s

,S\ﬁ;

)

1

3

43



Projecting onto the sum of orthongoal subspaces

V; is a subspace, i =1,2,...,m.

Vi LV, i#J.

Pervi=)_ Py
i=1

To project onto the sum of orthogonal subspaces, you can project
onto each subspace one at a time and then add up the projections.
This underlies a ton of stuff in statistics.

m
1Psm vyl =Y lIPvylP.
i=1
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Orthonormal vectors

A set of vectors {o1,00,...,0p} is orthonormal if
HO,’H =1Vi, < 0j, 0j >= 0, I7éj
A set of orthonormal vectors is always linearly independent.

If V = span({o;}), then

P
PVy:Z < 0,y > 0.
i=1

p

1Pyl = (< oiy >).
i=1
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We can see this with the matrix formula for the projection.

Again let {01,0,...,0,} be orthonormal.
Then,

O: (_O‘,OL., T O\Dﬂ}

OO L

oW o - ooF

ceym pe, o (24

-

O

1

Z 0L KoL, 4>



Orthogonal matrices
If p=n we have O = [01,09,...,0,] with

0'0=00"=1

O is an orthogonal matrix.

Orthogonal matrices play a key role in 3 out of 4 of our important
matrix decompositions !!!!

Two ways to look at orthogonal matrices.
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O'0O =1 = ON matrix is a rotation

Thinking of x = Ox as a map from R" to R", O is a rotation.

Because O'0O =1,

< Ox,0y >=x'00y =xy =< x,y >.

and,

[1Ox][ = [Ix]]-

O*

e >

=

48



In R?

Z,
X =
Lz
C_DL&GQ_(
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00" = | = ON matrix is change of basis

If {v;}7_; is a basis for R" then any x € R" can be written as
Z CiVvj.

By a change of basis we mean writing vectors in terms of an
alternative basis.

If {u;}?_; is also a basis for R", then x = )" dju;, for some d;.

Let O = [o01,09,. .., 04].

X:/X:OO'X:ZO;<O;,X>
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In R?

X =< 01,X> 011+ < 02,X > 02
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6. Gram Schmidt and QR

Let X = [x1,x2,...,Xp]. Vj = span({x1,x2,...,xj}).

X
gt (ERNE o D= T

g‘o( ;‘ R P:

3=
&L - >y — = AOL)QL\;‘BOK

ke =\

=~ i-\)fP\,.iﬂl:L‘A = 62\)‘:1_ 1‘5

O, - <4
e
» span({x1,x,...,x;}) = span({o1,02,...,0;}).

» for O =[o01,02,...,0p], O'O =1,
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The QR Decomposition

In general, since x; always is a linear combination of

{01,02,...,0j}, we can always write X = [x1, X2,

where X=QR

> Q'Q=1,if p=n, Qis orthogonal.
» R is upper triangular, p X p.
Upper Triangular: R = [r;], rj =0 for i < j.

rij: xj € span({oy, 02, ..., 0}) =

NV o= SV - 0i > O
Xj = 2i-1 Fij0i = 2li—y < X}, 0i > 0j.

..., Xp| as

54



Note

» Given a basis for a subspace, you can always construct an
orthonormal basis.

» The inverse of an upper triangular matrix is upper triangular.

» For X, nx n, ~ O(n%) operations.
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QR and Regression

http://madrury.github.io/jekyll /update/statistics /2016/07 /20 /Im-in-R.html

c dqrdc2 uses householder transformations to compute the gr
c factorization of an n by p matrix x.

This is where the actual work is done. We are going to decompose X into its QR factorization.
X = QR, Q orthogonal, R upper triangular

This is a smart thing to do, because once you have @ and R you can solve the linear equations for
regression

X'XB=X'y
very easily. Indeed
X'X=R'Q'QR=RR
so the whole system becomes
R'RB=R'Q'y
R is upper triangular, so it has the same rank as X* X, and if our problem is well posed then X*X

has full rank. So, as R is a full rank matrix, we can ignore the R! factor in the equations above, and
simply seek solutions to the equation

¢
RE=Qy
But here’s the awesome thing. Again, R is upper triangular, so the last linear equation here is just
constant * beta n = constant , so solving for 3, is trivial. We can then go up the rows, one by
one, and substitute in the s we already know, each time getting a simple one variable linear equation

to solve. So, once we have @ and R, the whole thing collapses to what s called backwards
substitution, which is easy.

The simplest and most intuitive way to compute the Q R factorization of a matrix is with the Ghram-
Schmidt procedure, which unfortunately is not suitable for serious numeric work due to it's instabiliy.
Linpack instead uses Householder reflections, which have better computational properties.

56



Backsolve

We often want to solve Ax = y for x given y and A.
If Ais triangular, this is easy.

This is often called “backsolve”.

a- (= (0 D

/iz — Tas D> =xe= Mx

R

oz
fpés\: Suonce~ € 2
= €L, = bg\—— C\Lll

[ ————
T
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all of our matrix decompositions involve

» Orthogonal matrices
» diagonal matrices

» upper/lower triangular matrices
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7. Determinant

Let A be a square matrix.

The determinant of a square matrix will play a key role in some
statistical compuations.

For example, the densities of the multivariate normal and
multivariate t involve determinants.

The determinant of a n X n matrix is a number.

det : R™" = R.
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Here is an intuitive definition of the determinant.

Let C" be the unit cube in R". Thatis, C" = [0, 1]".

det(A) = |A| = Volume({Ax, x € C"}) x (1)

where k is the number of orientation flips.

| can get away with being vague about “orientation flips" because
most of the time either it will be zero, or we just need the absolute
value of the determinant.
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Example
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Example

A _ A\Y @ @\’ '_7
- A e&.‘l__
O — CArp ! - <

One orientation flip.
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Example

Oy O
©) Y

Cony oy =
O — ®* - - e -
’ \[OL\-&_W\Q =
/ P O A2
’ \
L = Y
o~
(=33 O\ LY O~
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Key Properties of the Determinant

A and B are square, U is upper trianguler, L is lower triangular,
and O is orthogonal.

Diagonals of U and L are positive. |A|4 is the absolute value of
the determinant of A.

\ &,16_(1(0&{,\) | = Wa.
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Key

All of our matrix decompostions involve upper and lower triangular,
diagonal, and orthogonal matrics, and products of matrices.

For of these cases, the determinant is simple and intuitive.

Example

Xisnxn X=QR.

det(X) = H R;i.
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8. Random Variables and Vectors

Recall that for a discrete random variable X we have:
P(X=xx)=p, k=1,....m, E(X) :Z Pk Xk -

Recall that for a continuous random variable X we have:

P(XEA):/

A

f(x)dx, E(X):/f(x)xdx.

Var(X) = E(X—E(X))?), Cov(X,Y)= E(X—E(X))(Y—E(Y)).

We need to work the vectors of random variables.
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Expectation of a Random Vector

A
VT A
| Cfgauke?
. - g ore i
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Expectation of a Random Matrix

K E*JT%
© O - [E0eR
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Variance (or Covariance) of a Random Vector
oo RN
coo (% = EC (%—»\(%«)&3‘3
o E E (CRem 0y = oy \53

Ty = LY

—_

> L s\fww\@fcmc'. Z\ZZ_

| will probably use both Var(X) and cov(X) for the same thing.
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Expectation of a Matrix (Matrices) time a Random Vector
(Matrix)

o= TR ELAAN - A E DR

EN TN ECmrs8l
- ™ EE%\% S
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Variance (Covariance) of a Matrix times a Random Vector

-

\fo\< (BVAD =

e AR -T (Axy = A~%- P~
=M~ C%/).,\\)

\Jaxk oKD — EE C%(ﬁ—ﬁ\\CA(XFJA\Brg
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A Single Linear Combination

X=[X],i=12,...,p. ac RP.

E(d'X) = ap.

Var(aX) = ad'¥Xa= Z ajajojj

2
= E a;oji + E Za;aja,-j.

i<j
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Var(a'X) = a'Xa
Since Var(a'X) > 0 we have
a¥a>0,Va.
Y is positive semi-definite.

If aYa > 0,Va, X is positive definite.
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9. Statistical Connections

Let's go back through the linear algebra and explore some of the
basic statistical connections.

We have already seen how the QR decomposition is used in linear
regression.
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Sample variance and standard deviation

Suppose we have observation on a single numeric x.

L S () = A— = S~ nxW

N -\ -\ h.—ni
o

sd=se =V sz =

Here, Var(x) is the sample variance of x, also often denoted by s2.
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Covariance
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Correlation
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Simple Regression Likelihood

Y; = Bx; + i, € ~ N(0,07), iid.
So,

Yi | xi ~ N(x;3,02).

n

f(y‘X,ﬁ,U) = H n(yi‘xf670—2)'

i=1

Where n(y|u,o?) is the normal density with mean p and standard
deviation .
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| =

1

”(YW7U2): 5 Uex —?(y—ﬂf)-

3~

T T T T T T T 1
p-dr p=G B o pels

Prob(pi— o < Y < pu+ o) = .68
Prob(pn — 1.960 < Y < p+ 1.960) = .95.

E(Y)=p, Var(Y)=oc2
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We write our model in vector notation

o s O
,\% - N\ L= D.LL =
' \
el e

e,
o

&
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Mle:

We estimate 8 and o by maximizing the likelihood:

max L(8.0|y.x) o Fly |x. 5.0).
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The Sample Mean and the one vector

A basic model in statistics is
Yi ~ N(p,0?), iid.
Or,

Y = pu+ ¢ ~ N(0,0?), iid.
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Write the model as a regression:

(\k: C%‘ljl) -
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Multiple Regression Model
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MLE
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Mean and Variance of B
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QR and Var(f)

Easy to invert an upper triangular and the inverse is upper

triangular.
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