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1. Conditional, Joint, and Marginal Distributions

In general we want to use probability to address problems involving
more than one variable at the time.

For example we may need want to:

I describe our uncertainty about several quantities together
(the joint distribution)

I understand how learning values about some variables affects
our beliefs about others

(the conditional distribution).
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Suppose you are thinking about sales next quarter.
In order to think about sales, it may be helpful to think about sales
and what will happen to the economy.

Let E denote the performance of the economy next quarter... for
simplicity, say E = 1 if the economy is expanding and E = 0 if the
economy is contracting (what kind of random variable is this?)

Let’s assume p(E = 1) = 0.7

Let S denote my sales next quarter... and let’s suppose the
following probability statements:

s p(S = s|E = 1) s p(S = s|E = 0)

1 0.05 1 0.20
2 0.20 2 0.30
3 0.50 3 0.30
4 0.25 4 0.20

These are called Conditional Distributions 2



s p(S = s|E = 1) s p(S = s|E = 0)

1 0.05 1 0.20
2 0.20 2 0.30
3 0.50 3 0.30
4 0.25 4 0.20

I In blue is the conditional distribution of S given E = 1

I In red is the conditional distribution of S given E = 0

I We read: the probability of Sales of 4 (S = 4) given (or
conditional on) the economy is growing (E = 1) is 0.25.

The way S is related to E is captured by the difference between
the conditional distributions !!!
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The conditional distributions tell us about about what can happen
to S for a given value of E ... but what about S and E jointly?

p(S = 4 and E = 1) = p(E = 1)× p(S = 4|E = 1)

= 0.70× 0.25 = 0.175

In English, 70% of the times the economy grows and 1/4 of those
times sales equals 4... 25% of 70% is 17.5%
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We can specify the distribution of the pair of random variables
(S ,E ) by listing all possible pairs and the corresponding probability.

(s, e) p(S = s,E = e)

(1,1) .035
(2,1) .14
(3,1) .35
(4,1) .175
(1,0) .06
(2,0) .09
(3,0) .09
(4,0) .06

Question: What is Pr(S = 1) ?
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We call the probabilities of E and S together the joint distribution
of E and S .

In general the notation is...

I p(Y = y ,X = x) is the joint probability the random variable
Y equals y AND the random variable X equals x .

I p(Y = y |X = x) is the conditional probability the random
variable Y takes the value y GIVEN that X equals x .

I p(Y = y) or p(X = x) are the marginal probabilities of
Y = y or X = x
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Important relationships

Relationship between the joint and conditional...

Pr(Y = y ,X = x) = Pr(X = x)× Pr(Y = y |X = x)

= Pr(Y = y)× Pr(X = x |Y = y)

Relationship between joint and marginal...

Pr(X = x) =
∑
y

Pr(X = x ,Y = y)

Pr(Y = y) =
∑
x

Pr(X = x ,Y = y)
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A Note on Notation

We have used the notations

P(Y = y), P(Y = y ,X = x), P(Y = y | X = x)

You will see all kinds of similar, but not exactly the same notations
for these fundamental concepts.

For example, we will sometimes use p(x , y) in place of
P(X = x ,Y = y) when it is clear from the context what we mean.

For example in the (S ,E ) example I could write P(S = s,E = e)
or just p(s, e).
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The Two-Way Table Display of the Joint Distribution

This is a nice way to display a joint distribution.
Same information as when we just listed the (s, e) pairs and their
probabilities but this way we can see some things more easily.
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Conditionals from Joints

We derived the joint distribution of (E , S) from the marginal for E
and the conditional S | E .

You can also calculate the conditional from the joint by doing it
the other way

Pr(Y = y ,X = x) = Pr(X = x)Pr(Y = y | X = x)

⇒

Pr(Y = y | X = x) =
Pr(Y = y ,X = x)

Pr(X = x)
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Example... Given E = 1 what is the probability of S = 4?
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Example... Given S = 4 what is the probability of E = 1?
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2. Bayes Theorem

So, in general, you can compute the joint from marginals and
conditionals and the other way around.

How you think about stuff depends on what’s easiest or what you
know, or what you care about.

Suppose you toss two coins: X is the first, Y is the second.
In each case 1 means a head and 0 a tail.
What is P(X = 1,Y = 1) = P(two heads) ?

(1) Directly figure out the joint distribution.
There are 4 possible outcomes for the two coins and each is
equally likely so it is 1/4.

(2) Figure out some marginals and conditionals.
P(X = 1,Y = 1) = P(X = 1) ∗ P(Y = 1 | X = 1) =
(1/2) ∗ (1/2) = 1/4.
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Bayes Theorem refers to the situation where we build a model for
(Y ,X ) by thinking about

Pr(Y = y | X = x), Pr(X = x).

and then, having observed Y = y compute

Pr(X = x | Y = y)
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Example: Disease Testing

Disease testing example...

Let D = 1 indicate you have a disease.
Let T = 1 indicate that you test positive for it
We know the marginal of D and the conditional of T given D.
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If you take the test and the result is positive, you are really
interested in the question: Given that you tested positive, what is
the chance you have the disease?

16



F3("'B"8$3").5"(95"7)('5%("69$"(51(1"7$1'(';5"B$.
)"&'15)15"8$3"<).5")2$3("]P0IJUNIJQ"P7P&U(QQ!

0
K""""""""""""""""""""""""J

N
K"""!bRKW""""""""""""""""""!KKJ

J"""!KKb^""""""""""""""""""!KJb

]P0IJUNIJQ"I"!KJb¥P!KJb_!KKb^Q"I"K!``

+,"-.#/&!0/$.1$/2!1"$"-.3/45($61/$5./75(#7./&!0
5(-./$5./8"1.(1.9+

p(D = 1|T = 1) =
0.019

(0.019 + 0.0098)
= 0.66
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The computation of p(x |y) from p(x) and p(y |x) is called Bayes
theorem...

p(x |y) =
p(y , x)

p(y)
=

p(y , x)∑
x p(y , x)

=
p(x)p(y |x)∑
x p(x)p(y |x)

In the disease testing example:

p(D = 1|T = 1) = p(T=1|D=1)p(D=1)
p(T=1|D=1)p(D=1)+p(T=1|D=0)p(D=0)

p(D = 1|T = 1) = 0.019
(0.019+0.0098) = 0.66
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2.1. Problem: Disease Testing

Suppose a person is randomly drawn from a large population and
then tested for a disease.
Let D = 1 if the person has the disease and 0 otherwise.
Let T = 1 if the person tests positive and 0 otherwise.
Suppose
P(D = 0) = .99.
P(T = 1 | D = 0) = .01.
P(T = 1 | D = 1) = .97.
(a)
Draw the diagram depicting the marginal of D and the conditional
of T | D.
(you know, the one that branches as you go left to right).
(b)
Give the joint distribution of D and T in the two way table format.
(c)
What is P(D = 1 | T = 1)?
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Solution

(b)

T0 T1

D0 0.9801 0.0099

D1 0.0003 0.0097

> .99*.99

[1] 0.9801

> .99*.01

[1] 0.0099

> .01*.03

[1] 3e-04

> .01*.97

[1] 0.0097

(c)
P(D = 1 | T = 1) = P(D = 1,T = 1)/P(T = 1) =
.0097/(.0097 + .0099) = 0.494898. 20



2.2. Problem: Classifying Defaulters
Let’s suppose a Credit Card company defines 4 “risk classes” based
on the outstanding balance on the card.

risk class 1: balance in (0,500]
risk class 2: balance in (500,1000]
risk class 3: balance in (1000,1500]
risk class 4: balance in (1500,∞) (that is, anything > 1500)

Let C denote the random variable denoting the risk class of an
account and D denote the random Variable which is 1 if there is a
default and 0 if not. The research department has come up with
the conditional distribution of C for D=0 or 1.

p(c|D=0) p(c|D=1)

1 0.27 0.00

2 0.39 0.02

3 0.27 0.21

4 0.07 0.77
21



(a)

Suppose P(D = 1) = .03.
Compute P(D = 1|C = c) for c = 1, 2, 3, 4.

(b)

Suppose P(D = 1) = .5.
Compute P(D = 1|C = c) for c = 1, 2, 3, 4.
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Solution

(a)
If P(D = 1) = .03 then the joint distribution of (C ,D) is given by
the table:

d=0 d=1

c=1 0.2619 0.0000

c=2 0.3783 0.0006

c=3 0.2619 0.0063

c=4 0.0679 0.0231

For example
p(C = 4,D = 0) = p(D = 0)p(D = 4|D = 0) = .97∗.07 = 0.0679.

To get the conditional probs p(D = 1|c) divide the second column
by the sum of the two columns:

c=1 c=2 c=3 c=4

0.000000000 0.001583531 0.023489933 0.253846154

For example,
p(D = 1|C = 2) = .0006/(.0006 + .3783) = 0.001583531. 23



(b)
If P(D = 1) = .5 then the joint distribution of (C ,D) is given by
the table:

d=0 d=1

c=1 0.135 0.000

c=2 0.195 0.010

c=3 0.135 0.105

c=4 0.035 0.385

For example .01 = .5*.02
P(C = 2,D = 1) = P(D = 1) ∗ P(C = 2|D = 1).
And the conditional P(D = 1|c) is:

c=1 c=2 c=3 c=4

0.00000000 0.04878049 0.43750000 0.91666667

For example, .01/(.01+.195) = 0.04878049.

The marginals P(D = 1) is called the prior probability and the conditional P(D = 1|c)
is called the posterior probability.

Clearly, the prior makes a difference!!!
24



3. Several Variables

Of course, we often want to think about more than two variables
at a time.

We can extend the ideas we used with two variables to many
variables.

Suppose we have the three random variables,

(Y1,Y2,Y3)

Then,

Pr(Y1 = y1,Y2 = y2,Y3 = y3) =

Pr(Y1 = y1)Pr(Y2 = y2 | Y1 = y1)Pr(Y3 = y3 | Y1 = y1,Y2 = y2)

25



Or, using more succinct notation:

p(y1, y2, y3) = p(y1) p(y2 | y1) p(y3 | y1, y2)

You can keep going for any number of variables !!
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Example

Suppose we have 10 voters.
4 are republican and 6 are democratic.

We randomly choose 3.

Let Yi be 1 if the i th voter is a democrat and 0 otherwise,
i = 1, 2, 3.

What is

Pr(Y1 = 1,Y2 = 1,Y3 = 1)

What is the probability of getting three democrats in a row ??

27



Pr(Y1 = 1,Y2 = 1,Y3 = 1) =

Pr(Y1 = 1) p(Y2 = 1 | Y1 = 1)Pr(Y3 = 1 | Y1 = 1,Y2 = 1)

= (6/10)(5/9)(4/8)

= (1/6) = .167.
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When we randomly pick a person from a population of people, and
then randomly pick a second from the ones left, and so on, we call
it sampling without replacement.

If we put the person back each time and randomly choose from the
whole group each time, then we call it sampling with replacement.
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Suppose we sample from our 10 voters with replacement.

Now what is

Pr(Y1 = 1,Y2 = 1,Y3 = 1)
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Pr(Y1 = 1,Y2 = 1,Y3 = 1) =

Pr(Y1 = 1) p(Y2 = 1 | Y1 = 1)Pr(Y3 = 1 | Y1 = 1,Y2 = 1)

= (6/10)(6/10)(6/10)

= .63 = .216
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Notice that when we sample with replacement

p(Y2 = 1 | Y1 = y1) and Pr(Y3 = 1 | Y1 = y1,Y2 = y2)

do not depend on y1 and y2.

What happens for Y1 does not affect what we think will happen
for Y2 and what happens for Y1 and Y2 does not affect what will
happen for Y3.

In this case we say the random variables are independent.
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4. Independence

Given a bunch of random variables, we say they are independent of
each other if the conditional distribution of any one of them does
not depend on anything you might observe for any of the others.

Example

Suppose I am about to toss 100 coins.

Let Yi be 1 if the i th coin is a head and 0 otherwise.

What is Pr(Y3 = 1)?

What is Pr(Y3 = 1 | Y1 = 1,Y2 = 0) ?
What is Pr(Y3 = 1 | Y1 = 0,Y2 = 1) ?
What is Pr(Y3 = 1 | Y1 = 0,Y2 = 0) ?
What is Pr(Y3 = 1 | Y1 = 1,Y2 = 1) ?
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What is

Pr(Y100 = 1 | Y1 = 1,Y2 = 1, . . . ,Y99 = 1) first 99 are heads?

What is

Pr(Y1 = 1,Y2 = 1,Y3 = 1, . . . ,Y100 = 1) 100 heads in a row!!?
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Independence, Conditional Equals Marginal

If random variables are independent then the conditional is the
marginal.

For two random variables X and Y if X and Y are independent
then,

Pr(Y = y | X = x)

does not depend on x .

We also have:

Pr(Y = y | X = x) = Pr(Y = y)

What you believe about Y knowing X = x, is the same as what
you believe if you know nothing about X .
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Example

X is 1 if first coin is head.
Y is 1 if second coin is head.

What is

P(Y = 1 | X = 1)?

What is

P(Y = 1 | X = 0)?

What is

P(Y = 1)?
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Independence, Joints, and Marginals

If X and Y are independent then the joint is the product of the
marginals:

p(x , y) = p(x) p(y | x)

= p(x) p(y)

This also works “the other way”, that is, if the joint is the product
of the marginals then they are independent.
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Example

You are about to manufacture two parts.

X = 1 if part one fails, 0 else.
Y = 1 if part two fails, 0 else.

The table below gives the joint distribution of X and Y .

X
0 1

0 .72 .08
Y

1 .18 .02
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X
0 1

0 .72 .08
Y

1 .18 .02

Pr(Y = 1 | X = 0) = .18/.9 = .2
Pr(Y = 1 | X = 1) = .02/.1 = .2
Pr(Y = 1) = 18 + .02 = .2

Pr(Y = 1,X = 1) = .02
Pr(Y = 1)Pr(X = 1) = .2 ∗ .1 = .02.

X and Y are independent.

39



For random variables Yi , if they are independent we have

p(y1, y2, . . . , yn) =

p(y1) p(y2 | y1) p(y3 | y1, y2) . . . p(yn | y1, y2, . . . , yn−1)

= p(y1) p(y2) p(y3) . . . p(yn)

Example

If Yi is 1 if the i th coin is a head, 0 else, i = 1, 2, . . . , 10, what is

p(1, 1, . . . , 1)

10 heads in a row?

p(1, 1, . . . , 1) =

= p(1) p(1) p(1) . . . p(1)

= .510 = 0.0009765625.
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5. IID

Suppose we are about to toss 100 coins.

Let Yi be 1 if heads, 0 else,

We usually think the Y ’s are independent.

In addition, we usually think they are identically distributed, that
is, each one has the same marginal distribution.

What is Pr(Y20 = 1)?
What is Pr(Y98 = 1)?

41



When random variables are independent and identically distributed
we say they are IID.

I: independent

ID: identically distributed.
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In our coins example, each Yi ∼ Bernoulli(.5).

We can succinctly describe coin tossing by

Yi ∼ Bernoulli(.5), IID
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Example

Suppose we have 10 voters. 4 are republican and 6 are democratic.

We randomly choose 3, sampling with replacement.

Let Yi be 1 if the i th voter is a democrat and 0 otherwise,
i = 1, 2, 3.

How can we describe the joint distribution of (Y1,Y2,Y3), are they
IID?
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Example

Suppose we have 10 voters. 4 are republican and 6 are democratic.

We randomly choose 3, sampling without replacement.

Let Yi be 1 if the i th voter is a democrat and 0 otherwise,
i = 1, 2, 3.

How can we describe the joint distribution of (Y1,Y2,Y3), are they
IID?
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Example

Suppose we have 1,000,000 voters. 400,000 are republican and
600,000 are democratic.

We randomly choose 3, sampling without replacement.

Let Yi be 1 if the i th voter is a democrat and 0 otherwise,
i = 1, 2, 3.

How can we describe the joint distribution of (Y1,Y2,Y3), are they
IID?

46



Example

Suppose I am about to toss a die 100 times.

Let Di be the outcome for the i th toss
(a number in {1, 2, 3, 4, 5, 6}).

Are the Di IID?
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Example

Suppose an experienced NBA player is about to take repeated
free-throws.

Let Yi be 1 if he makes the i th attempt and 0 otherwise.

Are these Yi iid Bernoulli?
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This is known at the “hot hand” question.

Most people who play sports believe that the can get get “hot” so
that if they made the last few, they are more likely to make the
next one.

However, if you look at the data, it looks IID Bernoulli!!

How do you look at the data to see if it looks IID Bernoulli.
That is covered in the notes “Modeling with IID Bernoulli Draws”.
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Example

Suppose the first penalty in an NHL game is on team A.

For subsequent penalties Pi = 1 if the penalty is on a different
team than the previous one and 0 otherwise.

Are the P’s independent?

Are they IID?
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These are not IID.

If the last two (or three!) penalties were on the same team, it
becomes quite a bit more likely that the next penalty will be on the
other team.

See
Reversal of fortune: a statistical analysis of penalty calls in the
national hockey league”, (2014), Journal of Quantitative Analysis
in Sports 10 (2), 207-224 (Jason Abrevaya and Robert McCulloch)
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Example

Suppose you are monitoring a stock and for every 10 minute
interval, you record whether the price went up or down.

Let Ui be 1 if it goes up in the i th interval, 0 otherwise.

Are the Ui IID?
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Of course, this is a much studied question.

We leave this to your finance courses but just note that it is very
interesting how little dependence there is!!!!
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Example: Modeling Defects:

You are in charge of a manufacturing process.
For the last 300 parts made, we have 1 if the part is defective and
0 otherwise.
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We are about to make the next part.

Let Y be 1 if it turns out to be defective and 0 if it is good.

What is the distribution of Y ?
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Here are 300 coin tosses, 1 if heads, 0 if tails.
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142/300 = .47
of the coins are
heads.

If Y = 1 means
the next one
turns out to be
a head, what is
the distribution
of Y ?
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Here are 300 observations on another 0/1 process.
The second plot just shows the last 100.
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60/300=.20 of the
observations are 1.

If Y denotes the
next one, what is
the distribution of
Y ?
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The defects look like the kind of thing you would get as IID draws
from a Bernoulli, with p = .18.

We model:
Yi ∼ Bernoulli(.18).

So, a plausible choice for distribution of the next one is just
Y ∼ Bernoulli(.18).
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What is the probability the next part made is defective.?

What is the probability the next 10 parts are good?
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Note:

For Yi ∼ Bernoulli(p), the usual estimator of p is the observed
fraction of 1’s.

If we call this estimator p̂, then,

I we have the standard error: se(p̂) =
√

p̂(1−p̂)
n .

I and the associated 95% confidence interval for p: p̂ ± 2se(p̂).

Defect Example:

p̂ = .18, se(p̂) = sqrt(.18*(1-.18)/300) = .022

Approximate 95% confidence interval: .18 +/- .044 = (.14,.22).

Is it big?
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Note:

For the the “sampling from a finite population problem” and the
defects we used the IID Bernoulli model.

But,
the way we justify the use of the model

is completely different !!!!!

Note:

For the deterministic 0/1 process we can summarize the numbers
by saying we observed 20% ones. But, is that an estimate of
anything?
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5.1. Problem: Making Two Parts
You are about to make two parts.
Let X = 1 if the first part is defective and 0 otherwise.
Let Y = 1 if the second part is defective and 0 otherwise.
The table below gives the joint probability distribution
for the two random variables X and Y .

X0 X1

Y0 0.81 0.09

Y1 0.09 0.01

(a) What is the marginal distribution of X?
(b) What is the marginal distribution of Y ?
(c) What is the conditional distribution of Y | X = 1?
(d) What is the conditional distribution of Y | X = 0?
(e) Are X and Y independent?
(f) Is p(x , y) = p(x) p(y) for x = 0, 1, y = 0, 1.
(g) Are X and Y IID?
(h) What are the mean and variance of X? 62



Solution

(a) P(X = 0) = .9, P(X = 1) = .1.
Or, X ∼ Bernoulli(.1).
Or,

x p(x)

0 .9

1 .1

(b) Same as X .
(c) Same as marginal for Y .
(d) Same as marginal for Y .
(e) The are independent because all conditionals are the same as
the marginal.
(f) Yes, because they are independent.
(g) Yes. They are both Bernoulli(.1).
(h) E (X ) = .1, Var(X ) = .1 ∗ .9 = .09.

63



5.2. Problem: IID Bernoulli Draws

Computers can flip coins!!

A very important part of modern computation is simulation.

We can ask the computer of IID draws from a distribution.

Let’s ask the computer for 100 IID draws,

Xi ∼ Bernoulli(.5), i = 1, 2, . . . 100.
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In excel:

To get iid Bernoulli draws:

/data/Data Analysis/Random Number Generation:
Number of variables: 1
Number of random Numbers: 100
Distribution: Bernoulli
p-value: .5
Random Seed: 99
output range: a2:a101
Then put the name x in a1.

To get a time series plot of the draws:

click on a cell containing one of the draws.
/insert/line
play around with different choices of line type.

65



In R:

##to get iid Bernoulli draws

set.seed(99)

x = rbinom(100,1,.5) #100 iid draws ~ Bernoulli(.5)

##to get a time series plot of x:

plot(x,type="b") #type="b" gives lines and points
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(a) Do the time series plot of your IID draws.
(time series plot is just y1,y2 . . . v.s. 1,2, . . ..
(b) What is the average value of the draws?

(c) Do 5 draws twice, each time compute the average.

(d) Do 100 draws twice, each time compute the average.

(e) How are (c) and (d) different?

(f) Get 100 iid Bernoulli(.1) draws. What is the average of the
draws?
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Solution

(a) Here is what I got.
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Of course, you will get something different.
(b) I got .46. (c) I got 0 and .2.
(d) I got .5 and .53.
(e) With 100 draws, both averages are pretty close to p=.5, not so
with 5!
(f) I got .08, pretty close to p = .1.
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5.3. Problem: Monte Hall

This problem is named after the host of the long running TV show
Let’s make a deal. There has been a vigorous debate about what
the correct answer is!!

A contestant must choose one of three closed doors. There is a
prize (say a car) behind one of the three doors. Behind the other
two doors, there is something worthless (traditionally a goat). After
the contestant chooses one of the three doors, Monty opens one of
the other two, revealing a goat (never the car!!). There are now
two closed doors. The contestant is asked whether he would like to
switch from the door he initially chose, to the other closed door.

The contestant will get whatever is behind the door he has finally
chosen. Should he switch?
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Solution

Assume (I claim without loss of generality) that you initially select door 1.

The game is about to be played.

Up to the point where you must decide whether or not to switch,
there are two things about which we are uncertain:
C: the door the car is behind, C is 1, 2, or 3
M: which door Monte will open, M is 2 or 3 (given you have selected door 1).

We need the joint distribution of (C,M).
We will first write it in terms of the marginal for C and the conditional
for M given C since it is the most obvious in this form.

C

1/3

1/3

1/3 M

M

M

1

2

3

2

3
2
3
2

3

1/2

1/2

1
1

0

0

M
2     3

1/6  1/6
0     1/3
1/3    0

1
C  2

3

=> => P(C=2|M=3)
= 1/3/((1/3)+(1/6))
= 2/3
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5.4. Problem: Democrats and Republicans, Two Draws

Suppose we have 5 Democrats and 5 Republicans.
We are about to sample two voters.
Let Y1 be 1 if the first voter is a dem and 0 else.
Let Y2 be 1 if the second voter is a dem and 0 else.

(a)

Suppose we sample without replacement.
Give the 2x2 table representing the joint distribution of Y1 and Y2.

(b)

In (a), are the two Y ’s independent?
Are they identically distributed?
Are they IID?
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(c)

Now suppose we sample the two voters with replacement.
Give the 2x2 table representing the joint distribution of Y1 and Y2.

(d)

In (c), are the two Y ’s independent?
Are they identically distributed?
Are they IID?

(e)

Suppose we had 5 million of each instead of just 5.
How would your answers to (a)-(d) change?
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Solution

(a)

Y1-0 Y1-1

Y2-0 0.222 0.278

Y2-1 0.278 0.222

note: (5/10)*(4/9) = .222 (after rounding).
(5/10)*(5/9) = .278 (after rounding).
(b)
They are not independent.
They are identically distributed.
They are not IID.
(c)

Y1-0 Y1-1

Y2-0 0.25 0.25

Y2-1 0.25 0.25
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(d)
Yes, Y1, Y2 are iid Bernoulli(.5).
(e)
Now our joint in (c) is basically the same as in (a) so in both cases
the Y ’s are iid Bernoulli(.5).

74


	1. Conditional, Joint and Marginal Distributions
	2. Bayes Theorem
	2.1. Problem: Disease Testing
	2.2. Problem: Classifying Defaulters

	3. Several Variables
	4. Independence
	5. IID
	5.1. Problem: Making Two Parts
	5.2. Problem: IID Bernoulli Draws
	5.3. Problem: Monte Hall
	5.4. Problem: Democrats and Republicans, Two Draws


