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2.1. Problem: Cereal Audit

Suppose you are in charge of the “cereal box filling process”.

You have lots of data on your process and are very confident that
the amount of cereal put in each box can be described as iid draws
from the normal distribution with mean µ = 345 and standard
deviation σ = 15.

You are about to be audited by an inspector who will take a sample
of 5 boxes and compute the average amount put in the 5 boxes.

If that average is greater than 370 or less than 330 you will be in
trouble!!
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(a)

Let Ȳ denote the average of 5 weights the auditors will get.

What is the distribution of Ȳ ?

(b)

What is the probability that you pass the audit?
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Solution

(a)

The mean is just 345.

The standard deviation is σ/
√
n = 15/

√
5 = 6.71.

So, Ȳ ∼ N(345, 6.712)

(b)

F(370) = 0.9999026.
F(330) = 0.01269327.

F(370)-F(330) = 0.9872093.
Even with just 5, still a pretty good chance you pass the audit.

R:

> pnorm(370,345,6.71)

[1] 0.9999026

> pnorm(330,345,6.71)

[1] 0.01269327

> 0.9999026-0.01269327

[1] 0.9872093
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3.1. Problem: Normal Mean Confidence Interval

In the notes we computed the 95% confidence for µ using the 500
observations from the cereal box data.

We got a ± of 1.37.

(a)

Get the cereal.csv data from the webpage check that the sample
standard deviation of the weights (sy ) is 15.33 and the sample
mean ȳ is 344.22.

Check that the 95% confidence interval has a ± of
1.37 = 2 ∗ 15.33√

500
.
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(b)

Now let’s get these number from the software.

In Excel try:

Click in an empty cell and then:

/Formulas/More Functions/Statistical/confidence.norm.

alpha: .05 (for a 95% interval)

Standard_dev: 15.33 (sample sd)

Size: 500 (sample size)

Or, if you are using R, try:

> cd = read.csv("http://www.rob-mcculloch.org/data/cereal.csv")

> t.test(cd$weights)

The width of the R confidence interval divided by 2 should be
about 1.37.
Due to rounding “error” it will not be exactly the same. 5



Solution

(b)

> t.test(weights)

One Sample t-test

data: weights

t = 502.1043, df = 499, p-value < 2.2e-16

alternative hypothesis: true mean is not equal to 0

95 percent confidence interval:

342.8741 345.5680

sample estimates:

mean of x

344.2211

(345.5680-342.8741)/4 = 0.673475
2*0.673475 = 1.34695
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3.2. Problem: USA Mean Return

Assuming the returns on usa are iid normal, get the 95%
confidence for the true mean return.

(use the data conret.csv)
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Solution

The mean return is 0.01345794 and the sample standard deviation
is 0.03328275.

So, the standard error of the mean se(ȳ) is
0.03328275/sqrt(107) = 0.003217565

The 95% CI is 0.01345794 +/- 2(0.003217565)=
= 0.01345794 +/- 0.00643513
≈ .0135 +/- .0064 = (0.0071, 0.0199).

Big!!
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> temp = read.csv(’conret.csv’,header=T)

> mean(temp$usa)

[1] 0.01345794

> sd(temp$usa)

[1] 0.03328275

> se = 0.03328275/sqrt(107)

> se

[1] 0.003217565

> pm = 2*se

> pm

[1] 0.00643513

> ci = 0.01345794 + pm*c(-1,1)

> ci

[1] 0.00702281 0.01989307
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3.3. Problem: Tokyo Level

Get the data tokyo sub.csv from the webpage.

This data is a time-series of daily levels of a Japanese stock index.

(a)

Do the time-series plot of the levels.
Do the time-series plot of the difference of the levels.
(for example the first two values are 10743 and 10760, so the first
difference is 10760 - 10743 = 17)

Do the histogram of the difference of the levels.
Which one could be iid normal?
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(b)

For the rest of this question, assume we are modeling the
differences of the levels as iid normal.

Let’s call this variable D.

Dt ∼ N(µD , σ
2
D).

So, for example, D2 turned out to be 17.
(note that there is no D1 !!).

Give the 95% confidence interval for µD .
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(c)

Using the sample mean of the differences as your estimate of µD
and the sample standard deviation of the differences as your
estimate of σD , plug the estimates in and get a 95% interval for
the next difference, that is, what is D101?

(d)

Using the sample mean of the differences as your estimate of µD
and the sample standard deviation of the differences as your
estimate of σD , plug the estimates in and get a 95% interval for
the next value of the daily level.

Note:!! L101 = L100 + D101.
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(e)

What does the confidence interval in part (b) tell us about our
plug in procedures in parts (c) and (d)?
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Solution

(a)
The difference could be iid normal.

●●

●

●
●

●
●●●●

●

●

●

●

●

●●

●●
●
●●

●●
●●

●●

●

●

●

●

●
●●

●

●

●

●
●

●
●●

●
●
●
●
●●

●●●

●

●

●●●

●
●
●
●

●●●

●●
●

●
●
●
●

●
●

●

●●●
●

●●●
●●

●●

●
●

●

●
●
●

●

●

●
●

●●

●
●
●

0 20 40 60 80 100

11
00

0
11

50
0

12
00

0
12

50
0

Index

le
ve

l

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

0 20 40 60 80 100

−
10

0
0

10
0

20
0

Index

dl
ev

el

Histogram of dlevel

dlevel

F
re

qu
en

cy

−100 0 100 200

0
5

10
15

20
25

14



(b)
The average of D is 17.52525.
The standard deviation is 65.6054.
se(ybar) = 6.593591 (n = 99).
ci = (4.338071, 30.712434)
(c)
This is just the mean +/- 2 sample standard deviations.
17.5 +/- 2*65.6.
(-113.7, 148.7).
(d)
Just take the last level and add the results of (c).
The last level is 12478.
(12364.3 12626.7)
(e)
Since the confidence interval indicates we are quite uncertain
about µD , just plugging in our estimate as if it were true could be
a problem.
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4.1. Problem: CI-for-proportion-of-up-ticks

Suppose we are modeling whether or not a stock price goes up
each month as iid Bernoulli(p).

We observed that out of the last 99 months, the price went up 62
time so that our estimate of p is 62/99 = 0.63.

What is the 95% confidence interval for p = Prob(price goes up)?

Is it big?
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Solution

> se = sqrt(.63*(1-.63)/99)

> 2*se

[1] 0.09704732

> se

[1] 0.04852366

> 2*se

[1] 0.09704732

> .63 + 2*se*c(-1,1)

[1] 0.5329527 0.7270473

It is big.
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4.2. Problem: Sample Size for Acceptable Error

Suppose you think an election is close.

You think that if you take a poll, you are likely to get a p̂ (sample
proportion) for Candidate A close to .5.

Since the election is close, you are thinking the usual ±.03 for
sample sizes of about 1,000 will be to big.

What sample size do you need to have a ± of .01?
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Solution

We would like to have an n such that 2
√

.5(.5)
n = .01

1√
n

= .01
√
n = 100

n = 10000.
check:
2*sqrt(.5*.5/10000) = 0.01.

Probably would cost a lot to ask 10,000 people!!
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8.1. Problem: Testing the USA Mean

Previously we computed the 95% confidence interval for the true
mean return of the USA porfolio using the data from the file
conret.csv.

(a)

Test the hypothesis H0 : µ = 0.

What is the associated p-value?

(b)

Test the hypothesis H0 : µ = .1/12.

What is the associated p-value?
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Solution

(a)

> temp = read.csv("conret.csv")

> t.test(temp$usa)

One Sample t-test

data: temp$usa

t = 4.1826, df = 106, p-value = 5.954e-05

alternative hypothesis: true mean is not equal to 0

95 percent confidence interval:

0.007078809 0.019837078

sample estimates:

mean of x

0.01345794

Or,

> mean(temp$usa)

[1] 0.01345794

> sd(temp$usa)

[1] 0.03328275

> nrow(temp)

[1] 107

> se = 0.03328275/sqrt(107)

> se

[1] 0.003217565

> t = (0.01345794-0)/0.003217565

> t

[1] 4.182647

Since t is 4.18, clear reject.

p-value is basically 0. 21



(b)

> t.test(temp$usa,mu=.1/12)

One Sample t-test

data: temp$usa

t = 1.5927, df = 106, p-value = 0.1142

alternative hypothesis: true mean is not equal to 0.008333333

95 percent confidence interval:

0.007078809 0.019837078

sample estimates:

mean of x

0.01345794

Or,

> t=(0.01345794- (.1/12))/0.003217565

> t

[1] 1.592697

t is less than 2 (in absolute value) so we fail to reject.

p-value:

> 2*pnorm(-1.59)

[1] 0.1118348

fail to reject.
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8.2. Problem: Testing Equality of Proportions

(a)

We have a random sample of 1000 women voters.
550 of them say they will vote Democrat.
What is your 95% confidence interval for the true propotion of
women voters who would vote Democrat?

(b)

We have a random sample of 1000 male voters.
450 of them say they will vote Democrat.
What is your 95% confidence interval for the true propotion of
male voters who would vote Democrat?
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(c)

Do you think the true proportion of women voters that would vote
Democrat is equal to the true proportion for men?

Let pmen be the true population proportion for men and pwomen be
the true population proportion for women.

Here is the R output for testing H0 : pmen = pwomen.

> prop.test(c(450,550),n=c(1000,1000))

2-sample test for equality of proportions with continuity correction

data: c(450, 550) out of c(1000, 1000)

X-squared = 19.602, df = 1, p-value = 9.537e-06

alternative hypothesis: two.sided

95 percent confidence interval:

-0.14460645 -0.05539355

sample estimates:

prop 1 prop 2

0.45 0.55
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Solution

(a)

> prop.test(c(550),c(1000))

1-sample proportions test with continuity correction

data: c(550) out of c(1000), null probability 0.5

X-squared = 9.801, df = 1, p-value = 0.001744

alternative hypothesis: true p is not equal to 0.5

95 percent confidence interval:

0.5185315 0.5810796

sample estimates:

p

0.55

(b)

> prop.test(c(450),c(1000))

1-sample proportions test with continuity correction

data: c(450) out of c(1000), null probability 0.5

X-squared = 9.801, df = 1, p-value = 0.001744

alternative hypothesis: true p is not equal to 0.5

95 percent confidence interval:

0.4189204 0.4814685

sample estimates:

p

0.45
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(c)

The p-value is tiny so we reject.

Also, the confidence interval suggests the difference pwomen − pmen

is at least .05.
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8.3. Problem: AB Testing

In Data Science estimating the difference in means or proportions
in two different situations is often called “A/B Testing”.

What Is A/B Testing?

I cut this from a webpage
(https://www.optimizely.com/optimization-glossary/ab-testing/):
A/B testing (also known as split testing or bucket testing) is a
method of comparing two versions of a webpage or app against
each other to determine which one performs better. AB testing is
essentially an experiment where two or more variants of a page are
shown to users at random, and statistical analysis is used to
determine which variation performs better for a given conversion
goal.
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Suppose for example you are considering two different versions of a
webpage and you want to see how the “click-through” depends on
the version.

In one version an add is placed near the top of the page and in the
other version it is placed near the bottom.

A click-through means someone who visits the page clicks on the
add.

pT :
Probability of a “click-through” if you place your ad at the top of
the web-page.

pB :
Probability of a “click-through” if you place your ad at the bottom
of the web-page.

Things like Google analytics allow you to randomly move the ad
around the page so that you can estimate the difference pT − pB !
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In the internet age, the opportunity to experiment has exploded.

Suppose you randomly assigned the page position of your ad and
138 out of 5009 times the ad was on top you got a click-through
and 97 out of 5116 times the ad was on the bottom you got a click
through.

I click-through rate on top: 138/5009 = 0.02755041.

I click-through rate on bottom: 97/5116 = 0.01896013.

The difference is 0.02755041-0.01896013 = 0.00859028

So, it looks like you are getting a much better click-through rate
with the ad on top, but, what is the uncertainty?
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Here is the R output for prop.test applied to the data:

> x

[1] 138 97

> n

[1] 5009 5116

> prop.test(x,n)

2-sample test for equality of proportions with continuity correction

data: x out of n

X-squared = 7.8636, df = 1, p-value = 0.005044

alternative hypothesis: two.sided

95 percent confidence interval:

0.002517929 0.014662640

sample estimates:

prop 1 prop 2

0.02755041 0.01896013

What does the ouput of prop.test tell us about the difference in
click-through rates?

Are they “significantly” different?
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Solution

The estimate of the treatment effect pT − pB is .0086 and the
95% confidence interval for pT − pB is (.0025,.0146)

The uncertainty is big, but there is a suggestion of a real difference.

Note that in this business small differences in click-through rates
can translate into big differences in profits.

The test rejects the hypothesis that there is no difference in
click-through rates.
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